
Unmasking Trees for Tabular Data

UnmaskingTrees: autoregressive modeling for 
generative modeling and imputation
Use XGBoost to predict per-feature conditional distributions. 
Train only O(D) models given D features, since XGBoost handles NaNs.

Training: mask features in random order
• Categorical feature: train XGBoost classifier   
• Continuous feature: train BaltoBot (see next section)

Inference: unmask features in random order
• Generation: start with fully-masked sample
• Imputation: start with observed features, then generate the rest

Benefits vs diffusion modeling for tabular data (ForestVP & ForestFlow [1]):
• Autoregression has no train-test mismatch for imputation:

○ Models have been directly trained to impute missing data
○ No need for RePaint-based diffusion inpainting

• Provides density estimation
• No need for different models per each diffusion time-step

UnmaskingTrees is SotA on tabular data 
with missingness!

BaltoBot: modeling a continuous feature’s 
conditional distribution with recursive partitioning

M5 Kaggle dataset for heavy-tailed sales forecasting:
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UnmaskingTabPFN and BaltoBoTabPFN: 
in-context learning for tabular generative modeling

What’s the problem?
Background:

• Diffusion: predict only the conditional mean
• Autoregression: predict (then sample from) the conditional distribution. We 

must (1) avoid mode collapse, and (2) sample from bimodal (and 
multimodal) conditional distributions!

Previous tabular autoregression work (TabMT [2]) used naive quantization:
• Wide bins: loss of high-resolution information
•  Narrow bins: statistically inefficient, catastrophic errors

 Probabilistic prediction is an important problem in its own right:
• Quantile regression - same problems as naive quantization
• NGBoost - parametric (fails on multimodal distributions).
• Deep ensembles [3] - slow and expensive
• Diffusion (Treeffuser [4]) - slow and expensive

BaltoBot: BALanced Tree Of BOosted Trees
Hierarchical binary partitioning:

- preserves proximity information among bins
- scales training and inference costs O(height of meta-tree) = O(log ( # bins ) ) 
- works well on mixed-type and count-type data

Any classification method can be used within the above meta-algorithms!
- Swap XGBoost for TabPFN [5]: pure in-context learning 
- NaNTabPFN: a wrapper for TabPFN that handles NaN inputs

BaltoBot excels at probabilistic prediction!

Same quality, but faster sampling and with density estimation:
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    Diffusion           Ours                             Traditional     Diffusion         Ours

Jolicoeur-Martineau et al. benchmark of 27 tabular datasets

Better than diffusion on Poisson-distributed data:


